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Introduction  

AI Ethics: Principles and Tools by 
Companies 

The UNESCO Recommendation on the 
Ethics of Artificial Intelligence, endorsed 
by more than 190 member states, lays 
out a set of 10 core principles that guide 
a human-rights-centred approach to AI.  
In response to these global standards 
and various national statutory and 
voluntary rules, AI companies have 
developed their own frameworks. Here’s 
a summary of the principles, practices, 
and tools of some key players: 
 
Amazon:  
Amazon Web Services (AWS) promotes 
responsible AI through its core 
dimensions: fairness, explainability, 
privacy, security, and safety. AWS 
provides a suite of practical tools for its 
customers, including Guardrails for 
Amazon Bedrock to filter harmful 
content, Model Evaluation to assess 
performance metrics like toxicity, and 
Amazon SageMaker Clarify to detect 
bias and explain predictions. 
 

 

 

 

 

 

 

 

 

 

Anthropic:  
Anthropic’s approach is fundamentally 
rooted in safety and ethics. They 
emphasize transparency and bias 
minimisation through a Constitutional 
AI approach, which aligns models with 
human values. Key to their approach is 
the Responsible Scaling Policy (RSP), 
which categorises AI systems based on 
risk and associated safety measures. 
The company was incorporated as a 
Public-Benefit Corporation (PBC) to 
demonstrate its commitment to public 
welfare alongside profit. 
 
Google:  
Google's approach is guided by its long-
standing AI Principles, which have been 
in place since 2018. The company 
emphasizes bold innovation, 
responsible development, and 
collaborative progress. It offers tools 
like Explainable AI to help users 
understand model decisions, Model 
Cards for transparency, and the 
Responsible Generative AI Toolkit 
which provides guidance on safety 
alignment and model evaluation. 

Dear Friends, 

In our last issue, we reviewed the evolving landscape of AI 
regulations across different jurisdictions. Now, we turn our 
attention to how leading AI companies are navigating these 
frameworks in establishing their own ethical principles, tools, 
and practices based on commonly accepted principles like 
fairness, transparency, and safety. This newsletter provides 
insights on the ethical and practical considerations adopted by 
these key players to guide your own approach to AI deployment. 
We hope you find it a valuable reference. 
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Meta:  
Meta's AI ethical framework focuses on 
governance and transparency. The 
company has been in the public eye for 
its internal guidelines on chatbot 
behaviour. 
  
Microsoft:  
Microsoft's Responsible AI framework 
is built on six core principles: fairness, 
reliability and safety, privacy and 
security, inclusiveness, transparency, 
and accountability. To operationalize 
these, Microsoft has developed a robust 
set of tools and guides, including the AI 
Impact Assessment Guide, 
Responsible AI Toolbox, and the 
Human-AI Experience Toolkit, which 
help developers integrate responsible 
practices directly into their workflows.  
 
Nvidia:  
Nvidia's commitment to trustworthy AI 
is focused on principles of privacy, 
safety and security, transparency and 
non-discrimination. They have 
developed tools like NVIDIA NeMo 
Guardrails and other safeguards to help 
prevent toxic outputs and malicious 
prompt engineering. 
 
 
 
 
 
 
 
 
 
 

 
OpenAI:  
OpenAI's ethical stance is defined by its 
Universal Policies, which mandate 
users to comply with the applicable 
laws and avoid harmful activities such 
as promoting self-harm or developing 
weapons. Their focus is on ensuring that 
their services are used responsibly and 
that their models are robustly guarded 
against misuse. 
 
xAI (Grok):  
Grok's parent company, xAI, focuses on 
responsible data management, data 
privacy and security and transparency 
and accountability. Their draft Risk 
Management Framework outlines an 
approach to manage risks such as 
malicious use and loss of control.  
For more details on the AI ethics, 
principles, tools and practices adopted 
by the above companies, please refer to 
the appendix. 
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Conclusion 
The development of robust ethical 
frameworks and practical tools by these 
leading companies signifies a shared 
recognition of the profound 
responsibility that comes with 
advancing AI. There is a clear and 
emerging industry consensus on core 
values like fairness, transparency, and 
safety. By adopting these ethical 
practices and providing tools for their 
clients, these companies are not only 
working to mitigate risks but are also 
helping to build a more trustworthy and 
accountable AI ecosystem for everyone. 
  
What We Can Help 
Navigating these principles and tools 
requires careful planning and 
independent verification. Leveraging 
cutting-edge methodologies, our team 
provides comprehensive, independent 
assessments of your AI deployment 
practices. We can evaluate your 
systems against industry-leading best 
practices, helping you to identify and 
mitigate risks, enhance compliance, 
and build trust with your customers. 

How can AA & T Consulting help? 
If you need any help regarding an independent 
assessment on your AI deployment, feel free to 
contact us by phone (+852 9181 8659 (HK); +61 
452 371 753 (Aus.)), or by email to 
advisory@aathk.com 
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Appendix: AI Ethics: Principles and tools of AI Companies: 

Details of AI Ethics, principles and tools adopted by some key AI companies are as follows: 

Company AI Ethical Principles AI Safety Tools, Checklists, & Templates Source of Information 

Amazon Core dimensions of responsible AI: 
Fairness, Explainability, Privacy and 
Security, and Safety, Controllability, 
Veracity and Robustness, Governance,   

Tools & Services: AWS offers services and tools to help design, 
build, and operate AI systems responsibly, including: 
Guardrails, Model evaluation, Bias and explainability, Human-
in-the-loop, Governance. These include: Guardrails for Amazon 
Bedrock, Model Evaluation on Amazon Bedrock,  Amazon 
SageMaker Clarify.  
  

Building AI Responsibly - AWS, 
Generative AI security readiness 
checklist - AWS 

Anthropic 
(Claude)  

Anthropic has commitment on:   
a) Transparency;                                  
b) Responsible scaling policy; and  
c) disclosures in its Trust Centre on 
Security and compliance 
 
Anthropic is committed to 5 Principles 
for trustworthy agents: a) Keeping 
human in control;  
b) Transparency in agent behaviour;  
c) Aligning agents with human values;  
d) protecting privacy; and  
e) securing agents’ interactions 
  

1) Reports: Only Model Report, System Trust and Reporting are 
available in the “Transparency” section of the company 
website. 

2) Constitutional AI approach (with reference to Bill of Human 
Rights) 

  

Information on: a) Transparency; 
b) Updated responsible scaling 
policy; and c) Trust Centre 

Anthropic news: 1) Claudes’ 
constitutional AI approach; and 2) 
Our framework for developing safe 
and trustworthy agents - 
Anthropic 

Google Google has 3 AI principles 
1. Bold innovation:  
2. Responsible development and 
deployment  
3. Collaborative progress: 
 
Responsible development and 
deployment cover the following from 

Tools & Practices:  

1, Responsible Generative AI Toolkit  

2. The People + AI Guidebook : It is a collection of practical 
guidance for designing human-centered AI products 

3. Google’s Secure AI framework (SAIF) 

Google Responsible AI Principles 
 

mailto:advisory@aathk.com
http://www.aathk.com/
http://www.aataus.com/
https://aws.amazon.com/sagemaker/ai/clarify/
https://aws.amazon.com/sagemaker/ai/clarify/
https://aws.amazon.com/ai/responsible-ai/
https://builder.aws.com/content/2tGEuL9lm8dtIukFGOj34wGfOak/generative-ai-security-readiness-checklist-what-to-consider-before-you-productionize-your-generative-ai-workload
https://builder.aws.com/content/2tGEuL9lm8dtIukFGOj34wGfOak/generative-ai-security-readiness-checklist-what-to-consider-before-you-productionize-your-generative-ai-workload
https://www.anthropic.com/transparency
https://www.anthropic.com/news/announcing-our-updated-responsible-scaling-policy
https://www.anthropic.com/news/announcing-our-updated-responsible-scaling-policy
https://trust.anthropic.com/
https://www.anthropic.com/news/claudes-constitution
https://www.anthropic.com/news/claudes-constitution
https://www.anthropic.com/news/our-framework-for-developing-safe-and-trustworthy-agents
https://www.anthropic.com/news/our-framework-for-developing-safe-and-trustworthy-agents
https://www.anthropic.com/news/our-framework-for-developing-safe-and-trustworthy-agents
https://ai.google.dev/responsible/?utm_source=ai.google&utm_medium=referral&_gl=1*vpqv75*_ga*MjQwMzc1NTA3LjE3NTU1MjQ2MjM.*_ga_KFG60X3H7K*czE3NTU2MDEzNjAkbzIkZzEkdDE3NTU2MDE5MDQkajYwJGwwJGgw#align
https://pair.withgoogle.com/guidebook/?utm_source=ai.google&utm_medium=referral
https://safety.google/cybersecurity-advancements/saif/#:~:text=Google%20has%20an%20imperative%20to,high%20standards%20of%20scientific%20excellence
https://ai.google/responsibility/principles/
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design to testing to deployment to 
iteration:  
a. Implement human oversight, due 
diligence, and feedback mechanisms;  
b. Invest to advance safety and security 
research and benchmarks; share 
learning with the ecosystem;  
c. Employ rigorous design, testing, 
monitoring, and safeguards to mitigate 
unintended or harmful outcomes and 
avoid unfair bias; and 
d. Promote privacy and security. 
  

4. Explainable AI : helping users understand model decision 
from start to mitigate “black box” issue 

5. Google’s model card toolkit 

 

 

 
 

Meta Frontier AI Framework: AI Governance 
and Transparency; adopted open-
source approach 

Tools: Responsible Use Guide 
 

Meta Frontier AI Framework (3 Feb 
2025)  

 
 

Microsoft Responsible AI principles: Fairness, 
reliability and safety, privacy and 
security, inclusiveness, transparency, 
and accountability.  

Microsoft is committed to developing AI 
systems that are transparent, reliable, 
and trustworthy. 

Tools & Practices: 

• The Responsible AI Standard, covering detailed 
requirements and practices for accountability, 
transparency, fairness, reliability and safety, privacy and 
security, and inclusiveness. 

• AI Impact Assessment Guide and template 
• Human-AI Experience Toolkit 
• Responsible AI Toolbox 
• Azure AI content safety tool: automatically identify and 

block unsafe content in generative AI prompt and output in 
applications 
 
 
 
  

Responsible AI Principles and 
Approach - Microsoft AI, 

Microsoft Responsible AI tools 
and Practices 
 

mailto:advisory@aathk.com
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https://cloud.google.com/vertex-ai/docs/explainable-ai/overview
https://research.google/blog/introducing-the-model-card-toolkit-for-easier-model-transparency-reporting/
https://ai.meta.com/static-resource/responsible-use-guide/
https://ai.meta.com/static-resource/meta-frontier-ai-framework/?utm_source=newsroom&utm_medium=web&utm_content=Frontier_AI_Framework_PDF&utm_campaign=Our_Approach_to_Frontier_AI_blog
https://ai.meta.com/static-resource/meta-frontier-ai-framework/?utm_source=newsroom&utm_medium=web&utm_content=Frontier_AI_Framework_PDF&utm_campaign=Our_Approach_to_Frontier_AI_blog
https://www.microsoft.com/en-us/ai/principles-and-approach
https://www.microsoft.com/en-us/ai/principles-and-approach
https://www.microsoft.com/en-us/ai/tools-practices
https://www.microsoft.com/en-us/ai/tools-practices
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Nvidia Guiding Principles for Trustworthy AI: 
Privacy, Safety and Security, 
Transparency and Non-discrimination. 

Tools & Practices: The NVIDIA AI Safety Recipe, which hardens 
every stage of the AI lifecycle. It includes open datasets for 
training, evaluation techniques (e.g., using the NeMo 
framework), and post-training recipes.  

Tools like NeMo Guardrails and Nemoguard Jailbreak Detect 
NIM help prevent toxic outputs and malicious prompt 
engineering. 

Trustworthy AI For A Better World - 
NVIDIA,  

Safeguard Agentic AI Systems 
with the NVIDIA Safety Recipe 

OpenAI OpenAI has the following Universal 
Policies:  
• Comply with applicable laws 
• Don’t use our service to harm 

yourself or others  
• Don’t repurpose or distribute 

output from our services to harm 
others 

• Respect our safeguards - don’t 
circumvent safeguards or safety 
mitigations  

Usage policies: A comprehensive set of usage policies and 
safety measures, including rules against generating harmful or 
illegal content, and a framework for responsible use of their API 
and services. Specific policies for ChatGPT and GPTs, such as 
not targeting minors.  

Usage policies - OpenAI  

xAI (Grok) The company's trust statement focuses 
on responsible data management, user 
trust, data privacy and security, and 
transparency and accountability. 

Framework: xAI has a draft "Risk Management Framework" 
that outlines their approach to managing risks like malicious 
use and loss of control. It includes using benchmarks like the 
"Catastrophic Harm Benchmarks," implementing safeguards 
like refusal training, "circuit breakers," and input/output filters. 
They also maintain a public bug bounty program for security. 

xAI Trust Statement, xAI Risk 
Management Framework Draft 

 
 

 Note: The information contained this document is general in nature and is not intended to address any particular circumstances of individuals or entities. Although we endeavor to provide accurate and 
timely information, there is no guarantee that such information is accurate as of the date it is received or that it will continue to be accurate in the future. No one should act upon such information without 
appropriate professional advice after a thorough examination of the particular situation. 
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https://www.nvidia.com/en-au/trust-center/trustworthy-ai/
https://www.nvidia.com/en-au/trust-center/trustworthy-ai/
https://developer.nvidia.com/blog/safeguard-agentic-ai-systems-with-the-nvidia-safety-recipe/
https://developer.nvidia.com/blog/safeguard-agentic-ai-systems-with-the-nvidia-safety-recipe/
https://openai.com/policies/usage-policies/
https://x.ai/security
https://x.ai/documents/2025.02.20-RMF-Draft.pdf
https://x.ai/documents/2025.02.20-RMF-Draft.pdf

